
1. Introduction
1.1. State of the Art“ECONOMICS IS everywhere. Law, management, politics, personal relations—wedraw from it all.”1 These half-warning, half-advertising sentences are bor-rowed from a practical handbook on economics authored by two of the mostpopular economists of our time. Perhaps they are true and perhaps economics truly iseverywhere. Certainly, however, not everybody agrees that this is the case; or, at any rate,not at all times. Even when they encounter financial difficulties, most people relate tothem in terms of “tight corners” or “rashness” rather than “economics.”Nevertheless, there are times when economics is felt as intervening at its most bru-tal in people’s private lives. In such cases, “tight corners” are seen as a direct consequenceof economics and specialists tend to describe them by using words such as “crisis,” “depres-sion” and “recession.” It is in such situations that not only common people, but alsothe representatives of other fields of study strive to understand optimally the mysterious,yet omnipotent mechanism that economics is.This phenomenon is also witnessed in linguistics—specifically, in the linguistic approach-es centered on economic and financial discourses. In fact, since its establishment as ascience, linguistics has been in close contact with economics, as “[Ferdinand de] Saussure’s
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notion of linguistic value is imbued with the formalist abstraction of the capitalisteconomy, indeed with some of its most fetishized appearances.”2 The subsequent centurymerely strengthened this connection, although the historical proximity between linguisticsand economics seems to have undergone significant changes over recent decades. Followingthe world economic crisis of 2008–2012, we witness a departure from the works thatused economic models for a better understanding of language (e.g., of authors such asJacob Marshak,3 François Grin,4 Barry R. Chiswick and Paul W. Miller5) to works deploy-ing various linguistic models in an attempt to better comprehend the functioning ofthe economy (e.g., of authors such as Honesto Herrera-Soler and Michael White,6 ZubinJelveh, Bruce Kogut, and Suresh Naidu7).The situation is somewhat similar in Romanian linguistic research. Prior to theGreat Recession, the number of Romanian works on the language of economics was verysmall and they were written by economists rather than by linguists.8 Yet, following thebeginning of the global crisis, the number of studies has increased and they can be placedin several categories. First, there are works such as Doina Butiurcã’s, which deal withthe language of economics in general.9 Second, there are the studies that focus on thespecific concept of (economic) crisis from a lexical-semantic perspective, primary amongwhich are Elena Museanu’s works.10 Third, there are the comparative approaches thatstudy the discourse of the crisis in Romanian by drawing parallels to its counterpartsin other languages such as Italian and French.11 Last but not least, in the category of mostinterest to us, i.e. the computational analyses of the crisis discourse in Romanian, we havebeen able to identify a single article, namely the study conducted by Daniela Gîfu andDan Cristea.12 The two authors do not aim, however, to investigate the manifestationsof crisis discourse; they use Natural Language Processing techniques as a starting pointfor the development of a predictive method that can foresee the risks of a crisis outbreak.

1.2. The IssueUnlike prior approaches, we seek to draw descriptive conclusions rather than put for-ward predictive strategies. Specifically, the present study aims to analyze the discourseof the latest global economic crisis against the ReaderBench Framework.However, from the very beginning, some complications arise: when did, in fact,the “latest global economic crisis” occur? According to various data and analyses, aspecialist in world economics would most likely argue that it spanned the period between2008 and 2012. Yet, in today’s Romania, not a week goes by without a TV channel, amagazine or a debate platform discussing the “current” crisis, which they refer to in termsof a current, inevitable, or merely probable phenomenon. This article does not, however, intend to delineate the exact span of the latest glob-al economic crisis, nor does it attempt to answer the question as to whether Romaniais or is not experiencing an economic crisis. To our end, this information is irrelevant,because, for a society to have a discourse of economic crisis, suffering an economic crisis isnot a must. A discourse of crisis may appear irrespective of whether the crisis is a mat-ter of the past, present, or future, a current, inevitable, or probable phenomenon.Moreover, it should be noted that there is no unique and homogeneous discourseof crisis; instead, there are multiple discourses, contradictory at times. The latter varyaccording to their subject matter—how “real” the crisis is—, attitudes toward it—why
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the crisis did/will (not) occur—, manner of depiction, style and to the profile of theone to which they are addressed. For these reasons, it would be more pertinent toreformulate our main objective and to say that this article seeks to analyze the Romaniandiscourses between 2008 and 2018 on the economic crisis against the ReaderBenchFramework.We have classified these types of discourses according to formal criteria (medium ofcommunication, language used, and addressee type), thus delineating four categories:• discourses in specialized academic publications (in general, ample articles built on spe-cific argumentative structures, of a technical nature, written by economics spe-cialists, and addressed to economics specialists);• discourses in specialized non-academic publications (articles of various sizes, targetinga specialized audience, but also accessible to a wider public, which use a less tech-nical language, and are authored by economists, but also by journalists with con-siderable experience in the subfield of economic journalism);• discourses in non-specialized non-academic publications (smaller articles addressedto a non-specialized audience; in general, the authors of these articles are journal-ists with no special competence in the field of economics, who want to attract read-ers not only through their use of a more accessible language, but also by specu-lating sensationalistic, “breaking news” information);• discourses on informal debate platforms (the texts in this category make up themost heterogeneous class, precisely because this environment is the most constraint-free; contributors to such platforms may be “opinion leaders” without special com-petences in economics, but also reputed specialists in this field, which leads to wide-ly varying inputs).The aim of our article is to identify and compare linguistic features specific to thesefour discourses.

2. Method

AROUND 200 complexity indices tailored for Romanian language were generatedusing the ReaderBench framework13 and were used to explore differences betweenfour writing styles, all addressing the economic crisis. The textual complexityindices covering lexical, semantic, and cohesive features were used in statistical analysesto highlight differences in writing style between the selected documents.
2.1. CorpusOur corpus includes 200 texts, equally covering—in terms of amount (50), not neces-sarily length-wise—all the above-mentioned categories. More precisely, the samples wereextracted from the following publications and websites:• specialized academic publications: Amfiteatru economic (The Amphitheatre ofEconomics); Buletinul AGIR (The Bulletin of the General Association of Engineersin Romania–AGIR); Revista românã de economie (The Romanian Journal ofEconomics); Economie teoreticã ºi aplicatã (Theoretical and Applied Economics);The Romanian Economic Journal; Urbanism. Arhitecturã. Construcþii (Urbanism.
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Architecture. Construction Industry); Management intercultural (InterculturalManagement); Revista românã de statisticã (The Romanian Journal of Statistics);Economia. Seria Management (Economics. Management Series);• specialized non-academic publications: Ziarul financiar (The Financial Paper);Capital; Bursa (The Stock); Sãptãmâna financiarã (Financial Weekly); Money Express;Economistul (The Economist); Piaþa financiarã (The Financial Market); • non-specialized non-academic publications: Adevãrul (The Truth); Evenimentul zilei(The Event of the Day); România liberã (Free Romania); Libertatea (The Freedom);Jurnalul naþional (The National Journal);• informal debate platforms: http://www.criticatac.ro; http://www.contributors.ro;http://inliniedreapta.net; http://www.cogitus.ro; https://voxpublica.ro; https://repub-lica.ro; http://www.romaniacurata.ro.All selected texts were published between 1 January 2008 and 31 December 2018.We aimed to cover all the eleven calendar years included in this timeframe, but it was notour intention to obtain an equal distribution of the texts by year, as such a homogenizationwould be artificial. Instead, as far as the last two categories are concerned, we soughtto include the sources from which we could single out texts that cover a wide range ofideological perspectives (at least from the viewpoint of the Left vs. Right opposition).Section headings from the texts were cleaned by removing all lines which containedfewer than 7 words. ReaderBench requires that every analyzed document has at least a fewparagraphs in order to explore all textual complexity indices—three is generally a mini-mum in order to be capable to compute global cohesion indices. However, only 4texts had less than 4 paragraphs, and we decided not to disregard them. General statis-tics on our corpus are presented in Table 1.

TABLE 1. GENERAL CORPUS STATISTICS

2.2. Textual Complexity Indices for Romanian LanguageThe textual complexity indices for Romanian Language were generated using theReaderBench framework.14 ReaderBench is an advanced Natural Language Processingframework providing various services designed to process texts in several languages(English, Romanian, Dutch, French, as well as partial support for Spanish and Italian)including: automated essay scoring, generating personalized feedback for writing, top-ics extraction, as well as comprehensive analyses of online communities.
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ReaderBench is grounded in Cohesion Network Analysis15 and integrates WordNetsemantic distances,16 as well as three semantic models in order to quantify text cohe-sion, namely: Latent Semantic Analysis (LSA),17 Latent Dirichlet Allocation (LDA)18

and word2vec.19 ReaderBench generates multiple textual complexity indices, which aresplit into five categories: surface level (e.g., word/sentence/paragraph counts, punctuationmarks), syntactic indices (e.g., statistics on syntactic dependencies and part-of-speech tags),semantics (focused on local and global cohesion), word complexity spanning across mul-tiple analysis layers, and discourse-centered indices centered on specific connectors. Takinginto account the dimension of our corpus for Romanian language, which exceeds 800million words extracted from online public sources, only the word2vec model wasused in the current experiments, besides WordNet semantic distances.
2.2.1. Surface MetricsSurface analysis provides basic measurements considering lexical elements at various gran-ularities—paragraphs, sentences, and words—, for example: the average length of char-acters in each paragraph; the average number of commas at paragraph/sentence levels;the average length of sentences expressed in character counts; the average number of sen-tences, at paragraph level; the average number of words at paragraph/sentence levels; thestandard deviation of number of words in sentence, at paragraph level, etc. Entropy20 provides valuable insights in terms of vocabulary diversity. A more com-plex text contains more information and requires more memory and more time for a read-er to process and understand it. Therefore, the state of disorder modeled by entropy isreflected in the variety of word root forms considered by our model.
2.2.2. SyntaxThe analysis of subordinate elements and part-of-speech (POS) tagging play an impor-tant role in the syntactic analysis of texts in terms of textual complexity, by providing twopossible evaluation vectors: the normalized frequency of each POS tag, and indices relat-ed to structure and lexical dependencies derived from the parsing tree. Although the mostcommon parts of speech which create the contextualization of a text are nouns and verbs,our emphasis is also on prepositions, adjectives and adverbs, which dictate a morecomplex and deeper structure of the text. In addition, pronouns indicate the presenceof co-references which require anaphora resolution, together with a more complex struc-ture and additional interconnections within the discourse. Moreover, several indicescan be derived by analyzing the structure of the syntactic parsing tree and an increasednumber of specific syntactic dependencies can indicate a more complex phrase struc-ture, thus a higher textual complexity.21 Therefore, the indices generated by the ReaderBenchframework at syntax level are: the average number of all or unique nouns, pronouns,verbs, adverbs, adjectives and prepositions, at paragraph and sentence level; the aver-age number of pronouns at paragraph and sentence level (first, second, third person,indefinite, interrogative).The lexical dependencies for Romanian Language are computed using models based onneural networks trained on the RoRefTrees corpus,22 which contains manually annotatedtexts from various areas, including literature, medicine, and academic writings. The RoRefTrees
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contains 218,511 tokens. Based on the annotations from the corpus, 50 types of depend-encies are learned, out of which 11 are specific to Romanian. The dependency typeswhich are not language dependent are taken from a trans-linguistic standardization initia-tive of the syntactic annotation methodology, called Universal Dependency (UD).23

2.2.3. Semantics, Cohesion and Discourse StructureIn order to understand a text, a reader must first create a well-connected representa-tion of the contained information linked with prior knowledge, called a situation model.24
A well-structured document should have a clear and logical linkage of ideas, besides asemantic correlation of text segments.25 Cohesion can be established as an averagemeasure of semantic similarity and lexical proximity between textual segments, which canbe words, phrases, paragraphs, or the whole conversation. Semantic similarity is com-puted using lexical proximity, identified as semantic distances26 within WordNet ontol-ogy,27 and various semantic models. In addition, specific language processing tech-niques are applied to improve the system’s accuracy: a) reduce word forms to theirdictionary inflected root forms (i.e., lemmas) and b) eliminate stop-words (words thathave no semantic content and thus do not define the context, for example: preposi-tions, conjunctions, etc.).Cohesive links are defined as connections between textual elements that have highcohesion values (i.e., a value exceeding the mean value of all semantic similarities betweenconstituent textual elements) and a cohesion graph is built to model all these links.28
ReaderBench framework uses Cohesion Network Analysis which combines semantic cohe-sion with Social Network Analysis (SNA)29 measures applied to the multi-layeredcohesion graph. Concerning local and global cohesion, the following indices are com-puted for Romanian language within the ReaderBench framework: the average andstandard deviation scores of relevance, at paragraph and sentence level, obtained fromCNA; the average cohesion between adjacent paragraphs; the average cohesion betweeneach paragraph and the entire document; the average of local cohesion between sentencesand paragraph; etc.The method proposed by Galley and McKeown (2003)30 is used to disambiguatethe meanings of words and construct lexical chains comprising of related concepts.The algorithm consists in three steps. First, the entire text is processed and a graphrepresenting all the possible interpretations of the text using WordNet ontology is cre-ated. Each node in this graph is a word, along with all its meanings taken from WordNet.Although a node is a word, links are defined according to meaning, not to words. Dependingon this relationship, each relative edge is associated with a weight, and the resulting graphis called the disambiguation graph. Second, the meaning of each word is selected by max-imizing the sum of the weights. Third, all linkages between the unselected meaningsor senses are eliminated, thus generating lexical chains of related words. Thus, multiplemetrics are generated at the level of lexical chains, such us: the average coverage of lex-ical chains; the maximum coverage of lexical chains; the average number of lexical chainsidentified at paragraph level; the percentage of words included in lexical chains.



2.2.4. Discourse StructureRegular expressions are used to recognize the use of different discourse connectors,thus providing more insights into the degree of discourse elaboration by computingthe average number of connectors at both paragraph and sentence levels of the follow-ing categories: addition (e.g., “ºi,” “iar,” “sau”), concessions (e.g., “deºi,” “cu toatecã”), conditions (e.g., “dacã,” “în cazul cã”), temporal connectors (e.g., “primul,” “întâi”),logical connectors (e.g., “ºi,” “iar,” “sau”), quasi-coordinators (e.g., “precum ºi,” “ca ºi”),semi-coordinators (e.g., “nici,” “aºa”), conjunctions (e.g., “sau,” “dar”), coordinatingconjunctions (e.g., “încã,” “totuºi”), contrasts (e.g., “dar,” “ci,” “cu toate cã”).
2.2.5. Word ComplexityThe complexity of words is a combination of various analysis levels, and it can bereflected using the following indices: the average length of words expressed in charac-ter count; the standard deviation in the number of characters, at word level; the aver-age distance between the lemmas and the roots of the words; the average distance betweenwords and their roots; the maximum depth/the average depth of words in the hyponymytree. The indices associated to words are computed in a simple manner by averagingthe values of all content words from the text (i.e., dictionary word forms, lemmatized,not included in the stop-words list, and having as part-of-speech: noun, verb, adverb,or adjective). Our assumption is that words with multiple senses are more difficult tocorrectly disambiguate and include within the situational model. Therefore, simpler textswill likely contain less ambiguous words. In addition, the distance between the posi-tion of a word in the hyponymy tree and its relation to the root of this tree can be per-ceived as a measure of word specificity. In other words, more specific words tend tohave a longer path to the root of the ontology.

3. Results

THE READERBENCH framework facilitates a thorough statistical analysis of variousproperties including lexicon, syntax, semantics, text cohesion, and discourse struc-ture. The analysis started from approximately 200 textual complexity indices forthe Romanian language which were further filtered along different criteria, as describedbelow.The first criterion was linguistic coverage, namely that an index is relevant and can becomputed for at least 20% of the documents; indices with low linguistic coveragewere disregarded. Most of those indices were related to the number of specific word lists.Second, the normality of the distribution of each index was checked; more precisely,indices with the absolute Skewness or Kurtosis value greater than 2 were eliminated.Third, multicollinearity tests based on pair-wise comparisons were performed (r > .90)and only the most predictive indices were retained. The fourth criterion consisted ofLevene’s test of equality of error variances and disregarding indices whose resulting p-values are significant (p < .05).
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TABLE 2. TESTS OF BETWEEN-SUBJECT EFFECTS FOR SIGNIFICANTLY DIFFERENT INDICES
(M: MEAN; SD: STANDARD DEVIATION)

After the four filters were sequentially applied, 17 indices passed, and were subject to aMultivariate Analysis of Variance (MANOVA)31 in order to identify significant differencesin writing styles across the 4 documents types. The MANOVA exhibited significantdifference, Wilks’ λ = .116, F(17, 182) = 11.172, p < .001, and partial η2 = . 512.The 13 significant indices are presented in descending order of effect size in Table 2, where-as the most representative 8 indices in terms of fluctuations are displayed in Figure 1.The first index (1.a) denotes the average length between words and their correspondingstems, a higher difference denoting a more sophisticated concept in terms of addition-al suffixes, prefixes, or complex inflections. As expected, the trend is descending as aca-
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demic publications tend to use a more specific language, which often implies more sophis-ticated words. Indices related to cohesion using different semantic models show that spe-cialized publications exhibit high local cohesion (1.b)—i.e., well defined, self-con-tained idea within each paragraph –, while the trend for global cohesion (1.c) is theopposite as specialized publications contain a more varied vocabulary and have a high-er diversity of ideas. Word entropy (1.d) measures the frequency of repeated words, interms of the logarithm of the probability distributions of word occurrences. Informaldebates are the longest and contain the most varied vocabulary compared to the oth-ers, followed by academic texts. Figure 1.e exhibits an interesting trait: although thevocabulary is quite diverse for academic and informal texts, academic texts containconsiderably fewer unique content words per sentence. Correlated with the previous find-ing, Figure 1.h shows a great difference between specialized academic texts and allother types of texts, indicating that that the concepts from academic documents arebetter interlinked with one another, and more lexical chains can be created to group relat-ed words.
FIGURE 1.A-H. COMPARISON BETWEEN WRITING STYLES IN TERMS OF TEXTUAL COMPLEXITY INDICES
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a. Word length difference between stem 
and original form (M)

b. Local cohesion—Wu-Palmer distance
between sentences and paragraphs (M)

c. Global cohesion—word2vec similarity
between paragraphs and document (M)

d. Word entropy



A stepwise Discriminant Function Analysis (DFA) was performed in order to pre-dict the document type based on its underlying writing style properties. The DFA retainedeight variables as significant predictors:• Word length difference between stem and original form (M);• Local cohesion—Wu-Palmer distance between sentences and paragraphs (M);• Global cohesion—word2vec similarity between paragraphs and document (M);• Unique words per sentence (M);• Prepositions per sentence (M);• Coordinating conjunctions per sentence (M);• Global cohesion—inter-paragraph cohesion using word2vec (M);• Nouns per sentence (M).DFA reported an accuracy of 71.05% for correctly categorizing 143 documents(48+27+29+39) from the total of 200. Similar results were obtained for the LOOCV(leave-one-out cross-validation) which reported an accuracy of 64.50% (see the confu-sion matrix from Table 3). All F1-scores exceed the double of the random baseline,however the differences in F1 scores for the 4 categories are considerable. A clear dis-tinction can be noted between academic specialized documents and all other types
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e. Unique content words per sentence 

(M)
f. Coordinating conjunctions per sentence

(M)

g. Paragraph CNA score 
(SD)

h. Percentage of words included in lexical
chains



(F1-score of 96%), followed by informal texts (F1 score of 67%), whereas the classifi-er has the biggest problems in identifying differences between specialized and non-spe-cialized non-academic works, which are similar in writing style. Figure 2 introduces avisual representation of the documents depicted as circles using two canonical discrim-inant functions obtained from the DFA. In line with the validation results, we can observea clear separation of academic-specialized documents (right-hand side of the plot), where-as the centroids for specialized and non-specialized non-academic texts are extremely closeone to another.
TABLE 3. CONFUSION MATRIX FOR THE DFA

FIGURE 2. SEPARATION OF DOCUMENTS TYPES IN TERMS OF WRITING STYLE USING TWO CANONICAL
DISCRIMINANT FUNCTIONS OBTAINED FROM THE DFA
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4. Discussions and Conclusions

A IMING TO perform an analysis of economic crisis discourses in contemporaryRomanian media, this study yielded a series of outcomes, once the discoursecategories were outlined. The delineation of the four categories did not seek toreach specific results, but a part of these findings seemed predictable. Specifically, we start-ed from the intuitive finding that the four identified types of discourse—specializedacademic (SA); specialized non-academic (SN); non-specialized non-academic (NN);and informal debates (ID)—would arrange in a relatively homogeneous progression froma “formal” (academic) pole to an “informal” one (of “free” discussions on platforms).Furthermore, we considered that the distances between the values of two adjacent cat-egories—for example, between SA and SN, or between SN and NN—would be fairlysimilar or even almost equal, regardless of the values. The only major unknown was,in this context, the informal debates (ID), where the name “informal” may be mislead-ing. In this case, informal does not necessarily mean anti-academic (opposed to SA),but rather uncodified, insufficiently regulated—and, for this reason, ID do not opposeSA only, but also SA, as well as SN and NN. Therefore, ID were the major unknowns,which we expected to yield the most surprising findings. The preliminary exploration of the corpus (described in Table 1) appeared to confirmthis theory, since the ID documents included, at the level of three surface indices (theirnumber of paragraphs, sentences, and words), the highest coefficient of variation (CV).If in the case of SA, a heavily codified discourse, the CV (as ratio between SD and M)ranges between 36.8% and 54.5%, this coefficient witnesses a substantial increase inthe SN (68.8%–101.2%) and NN discourses (70.4%–76%), while in the case of ID,it exceeds each of the indices by 100% (102.8%–111.8%). Therefore, of the four typesof discourse analyzed, the informal debates (ID) feature the highest dispersion of data.This heterogeneous character of ID is also evident from Table 2 and Figures 1.a–h.Indeed, the two representations of the indices once again confirm our initial theory: ingeneral, in the SA, SN, and NN discourses, there is a tendency for arrangement fromComplex to Simple, in reverse order, which may appear as “regression”, but which, inthe context of our research, would more appropriately be called a downward progression.This trend characterizes the majority of the 13 textual complexity indices depicted inTable 2; below, we offer comments on several of them: • Word length difference between stem and original form (M): 1.79 (SA)–1.50(SN)–1.47 (NN); Word length in characters (M): 7.42 (SA)–6.95 (SN)–6.89 (NN).While the SA discourse tends to use longer words, derivatives sometimes, there is adecrease in this tendency in the NN discourse, which prefers plain and short words,for a briefer and more concentrated transmission of the information.• Local cohesion—Wu-Palmer distance between sentences and paragraphs (M): 0.90(SA)–0.88 (SN)–0.86 (NN). Given its technical and more heavily conceptualized char-acter, the SA discourse opts for redundancy and a lower level of progression in thepresentation of data; journalistic discourses (SN and NN), on the other hand, exhibita lower local cohesion in the presentation of data, mostly because they cover a morevaried spectrum of information in a relatively narrower area of presentation. It should



also be noted that this phenomenon of downward progression characterizes the mostimportant three complexity indices relevant to the comparison of the four types of dis-courses.• Coordinating conjunctions per sentence (M): 2.72 (SA)–2.33 (SN)–2.02 (NN).Accountable for this drop is the fact that the SA operate, by and large, with complex sen-tences, deployed to describe the nuances and relations between elements. Conversely, SNand NN prefer the juxtaposition of sentences at the expense of conjunctions, to increaseaccessibility and reading speed.• Word entropy: 5.38 (SA)–5.15 (SN)–5.17 (NN); Paragraph CNA score (SD):14.45 (SA)–9.41 (SN)–9.96 (NN). Although not operating but partially within the “rule”of downward progression—the SN values are, in these cases, lower than that of theNN—, the two indices nonetheless confirm the principle on which the former is based,i.e. that the journalistic discourses (SN and NN) require a reduction of coherence andcomplexity in relation to the academic discourse (SA).The question then arises as to whether informal debates (ID) follow this trend. Anobvious finding is that ID tend to occupy an eccentric position in relation to the other threetypes of discourse. Specifically, if some indices of ID follow the trends of the non-spe-cialized non-academic discourse (NN), in the case of other variables, it appears toreturn to—and even exceed—the values of the specialized academic discourse (SA).The former, a sparser phenomenon, is found in the case of two indices alone: Localcohesion—Wu-Palmer distance between sentences and paragraphs (M): 0.90 (SA)–0.88(SN)–0.86 (NN)–0.83 (ID); and Percentage of words included in lexical chains (seeFigure 1.h). The other phenomenon is wider and is witnessed across 6 indices: Wordlength difference between stem and original form (M)—see Figure 1.a; Word length incharacters (M): 7.42 (SA)–6.95 (SN)–6.89 (NN)–7.07 (ID); Word entropy—see Figure1.d; Word Letters (SD): 2.55 (SA)–2.44 (SN)–2.39 (NN)–2.48 (ID); Coordinatingconjunctions per sentence (M)—see Figure 1.f; and Paragraph CNA score (SD)—seeFigure 1.g. Therefore: on the one hand, the discourse of informal debates appears toverge toward the concentration and heterogeneity of the information proper to non-spe-cialized non-academic discourse; on the other hand, it appears to simulate the complexityand breadth of tones witnessed in the specialized academic discourse. But how can these theoretically opposing parameters be reconciled? And, more impor-tantly, which would be the consequences of such reconciliation? The answer to thefirst question is, perhaps, simpler than expected—by a non-academic specialized dis-course. After all, this was the reason why economic magazines, from The FinancialTimes to The Nikkei, were established around the world: to provide readers with denseand quality information in both a non-technical and non-trivial discourse. And theoutcome of the ID discourse following this trend is its foreseeable closeness to the val-ues of the NS discourse. This phenomenon is readily observable in 5 complexity indices:Global cohesion—word2vec similarity between paragraphs and document (M)—see Figure1.c; unique content words per sentence (M) – see Figure 1.e; prepositions per sen-tence (M): 3.32 (SA)–4.34 (SN)–3.89 (NN)–4.33 (ID); Global cohesion—inter-paragraphcohesion using word2vec (M): 0.82 (SA)–0.83 (SN)–0.80 (NN)–0.86 (ID); nounsper sentence (M): 6.52 (SA)–7.88 (SN)–6.74 (NN)–7.79 (ID).
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Therefore, is the discourse of informal debates (ID) a kind of second specializednon-academic discourse? And if so, in what ways is it useful? The answer to these ques-tions can be found in Table 3 and Figure 2, which point to the DFA modeling successin categorizing efficiently the 200 texts making up the corpus. The surprising elementhere is not necessarily the high F1 score for academic documents (96.96%), but the factthat, despite their high data dispersion coefficient, informal debate documents obtaineda score (76.47%) much higher than the journalistic texts, be these of a specialized nature(55.50%) or not (57.42%). At the same time, a relevant aspect is also the high degreeof confusion between specialized non-academic texts—which correspond, by andlarge, to the journalistic category of feature writing and, in most cases, illustrate the idealof quality journalism—and non-specialized non-academic texts—which, in the field ofjournalism, are equated with news story and are associated with the tabloid press32:30% of the texts in each category tend to be mistaken for the discourse of the neigh-boring category.Such values confirm that a process already witnessed in and signaled by Western jour-nalism was set into motion in Romania as well, and is progressing at an alarmingspeed: that of turning quality journalism into tabloid press. In fact, a cursory look atthe titles in the publications selected for the SN category shows that these too have start-ed to abuse breaking news or even fake news elements. Specifically, the difference in “style”and approach between the articles published in Ziarul financiar and those in Libertateais increasingly smaller. Therefore, it appears that the proliferation and development ofinformal debates platforms aims not to complement, but to replace specialized non-aca-demic publications threatened of being devoured by the tabloid press in Romania—and,consequently, to save quality journalism. But is this phenomenon witnessed in the eco-nomic discourse only or does it affect all ranges of Romanian media today? We inclinetoward the latter scenario; yet, only further automated analyses could reveal the wholedimension and spread of this trend.
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AbstractDiscourses of Economic Crisis in Romanian Media: An Automated Analysis Using the ReaderBench Framework
Not many people are specialists in economics, but everyone tends to have the impression of know-ing something about economic crises—and, above all, they are eager to talk about it. The economiccrisis seems to have been the dominant topic of the last decade at least in Romania, generating aplurality of parallel or even contradictory discourses. This paper explores, through an automatedanalysis using the ReaderBench Framework, Romanian media discourses on the economic crisisspanning the years between 2008 and 2018. We start by delineating four categories of discourserelevant for the selected topic: specialized academic publications (SA), specialized non-academicpublications (SN), non-specialized non-academic publications (NN), and informal debate plat-forms (ID). For each of these categories, we selected 50 texts, which were then analyzed usingthe ReaderBench Framework. The 13 statistically significant textual complexity indices thatresulted from this automated analysis show that the first three categories of discourse follow adownward progression pattern, while the fourth category (ID) appears to exhibit an eccentricbehavior. The central thesis of our article is that this behavior stems from the ID’s attempt to replacethe specialized non-academic discourse, currently under threat of being devoured by the tabloidpress in Romania.

Keywordsdiscourse of economic crisis, types of discourse, Romanian media, Natural Language Processing,ReaderBench Framework, textual complexity indices
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