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1. The Computer
As a Platonic Cave

( : OMPUTERS DRAW mixed reac-
tions from philosophers; in
some perspectives, computers

are a poor source of inspiration for

philosophy, while in others there are
reasons for far more optimistic views.

The computing machinery, in the
optimistic position, can be used as a
tool for building philosophical models
and making “thought” experiments.
Models, such as the Platonic allegory
of the cave, were built “by hand,” but
now they can be produced on a very
special machine, the “philosophical
computer.”

A philosophical model, such as
Plato’s Cave, has also inspired research
in artificial intelligence. For example,
one such program creates artificial win-
dows (in windowless rooms).?

The above examples illustrate the
uses of the computers &y philosophers
and computer scientists for modeling
and image streams. Here, we stress the
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idea of the computer as a model, namely as a new version of the Platonic cave.
Let us have a look at Plato’s text:

Imayzine people living in a cavernous cell down under the ground; at the far end of
the cave, a long way off there is an entvance open to the outside world. They’ve been
therve since childhood, with their legs and necks tied up in a way which keeps them in
one place and allows them to look only strawght abead, but not to turn their heads.
There is firelight burning a long way up the cave behind them, and up the slope
between the five and the prisoners . . . a low wall has been built. . . . Imaygine also
that there ave people on the other side of this wall carrying all sorts of artefacts. . . .
do you think they’d see anything . . . except the shadows cast by the five on the cave
wall divectly opposite to them?

Plato, Republic 514a-515a°

There is a cave effect in the computer too; the images on the display are like the
faint images of the real things in Plato’s cave. Like the prisoners in the cave, com-
puter users see the effects of the ideas, not the ideas themselves. The users send
inputs from peripheral devices and then get an output on other peripheral de-
vices. They have their backs turned to the ideas behind the computer programs.

Now, what are the ideas behind the data flow in the computer? According to
Steven S. Skiena, “an algorithm is a procedure to accomplish a specific task. It is
the idea behind any computer program.”™ The cave effect in the computer means
that ideas are not manipulated as ideas by the device, but as effigies of ideas.

Embodied in a program, the algorithm is usually defined in terms of instruc-
tions. An algorithm is made up of clear and unambiguous instructions for trans-
forming an input into an output.’ In what follows we focus, however, upon the
rules behind human actions, rather than on the movements of some mechanical
device.

The theory of algorithms is a newcomer. It started as a by-product of the
investigations in the 1930s of the decision procedures in logical and mathemati-
cal systems. A lot of interesting results have been achieved in the pure theory of
algorithms.

In more practical terms, the design of an algorithm starts with an idea formu-
lated in natural language. The algorithm is then translated into a more precise
language and it is subjected to a process of stepwise clarification.

It is prudent to distinguish between the algorithm and the algorithmic pro-
cess. Take, for example, three pairs of positive integers: (24, 12), (28, 21) and
(30, 16). If we apply to them Euclid’s algorithm we get three different processes.

In the study of an algorithm, there are two very significant aspects. First, we
must show that the algorithmic process halts and returns a value. We have to
prove that this result is correct.
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On the other hand, any algorithm is time-consuming and it uses more or less
of the resources of the computer. Thus it makes sense to have a look at the use
of computing resources involved in an algorithm.

In the cave, there are actions: the people behind the low wall move all kinds
of artefacts; the prisoners see the shadows of these artefacts. Likewise, the com-
puting machinery involves actions. This is the most important aspect, because
algorithms capture patterns of action and thus make possible their reproduction.

2. The Uses of Algorithms

HE IMPACT of the theory of algorithms is stronger in philosophical logic,
but it is also felt in other areas of philosophy.

There is an indisputable impact of algorithm theory and computer
programming upon philosophers interested in cognitive science. Daniel Dennett,
for example, had a striking idea: he sees evolution as an algorithmic process.®

Jakub Szymanik contrasts traditional semantics with algorithmic semantics.
The new semantics pays attention to the dynamics of language and knowledge.
A restriction that might raise many questions is the assumption that in algorith-
mic semantics the universes are finite.”

There might be a lot of objections against a computational turn in philoso-
phy; did the computational turn really bring something new and interesting?
Isn’t it a replay of a failed old approach involving the use of tests for the veri-
fication of meanings? In the following subsections, we briefly summarize two
contributions connected with the use of algorithms.

2.1. Yannis Moschovakis on Algorithms and Meaning

N A series of papers, Yannis Moschovakis developed an original approach to

the concept of algorithm. Moschovakis stresses the idea that algorithms are

semantic objects. According to him this is quite obvious, but he wants to
emphasize the contrast with such syntactic objects as the computer programs.®

Moschovakis has proposed a formal framework for understanding ideal, ab-
stract algorithms.’

The basic idea in Moschovakis’s approach is simple. Let us say, for example,
that we examine a declarative sentence. This might be “Athens and Bucharest
are in the same meantime zone.” Then let us examine the algorithm for deter-
mining the truth of this sentence. The algorithm remains the same if I translate
this sentence into Romanian and Professor Moschovakis translates it into Greek.
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Anyone may use the same algorithm in order to determine the truth of the Ro-
manian or the truth of the Greek sentence.

According to Yannis Moschovakis, an algorithm such as the one that we have
mentioned above is Frege’s sense. This is precisely the suggestion contained in
the title of Moschovakis’s paper (1994). Moschovakis argues that the algorith-
mic understanding of Frege’s sense is presupposed by almost any interpretation
of the work of Frege. Obviously, they do not explicitly use the concept of al-
gorithm, but some idea like that of method or procedure for determining the
denotation.'?

2.2. Pavel Tichy and the Intensional Analysis

servation concerning Frege’s semse. It is possible to identify in logic and

philosophy a clear tendency to connect intensions with algorithms. For
Pavel Tichy, intensions are procedures. He distinguishes between the logical type
of procedures and the type of the extensional entities.!!

Tichy approaches directly the core of a famous method in analytical philoso-
phy, the formalization of natural language, in order to get rid of the traps that it
contains. He suggests that a very important step in the formalization process is the
disentanglement of the references to extension from the references to intension.'?

In Tichy’s approach there is a strong emphasis on types. But does he really
use the concept of algorithm? Of course, one cannot find the word algorithm in
his 1971 paper, but this is not the point. He writes about the possibility of talk-
ing about intensions in terms of Turing machines. This would be different from
Moschovakis’s concept of algorithm, which is expressly 7ot conceived in terms
of computing machines. But the approach exploits the same idea of a connection
between intensions and algorithms.

THE woRrk of Pavel Tichy corroborates and generalizes Moschovakis’s ob-

3. From the Ideal-Languages Analysis
to Algorithmic Analysis

ORE THAN a hundred years ago, Bertrand Russell published a paper
(Russell 1905) in which he explained his version of the logical analy-
sis of the natural language. The basic idea was that constructions in a

natural language contain traps. We avoid such traps with the help of translations
into a logically flawless language.
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Russell’s analysis clearly separates the surface and the deep levels of the sen-
tences formulated in a natural language. We reach the deep levels with the help
of logic. Perhaps the most important feature here is the exactness, the precision
that is obtained with the help of the translations into ideal languages.

Let us now go back to the very idea of analysis as it is illustrated in the seminal
1905 paper by Bertrand Russell. Consider, for example, the following sentence:

The author of Waverley also wrote Ivanhoe.

One might be tempted to treat “the author of Waverley” as the subject of the
above sentence. For Russell, this is a trap and one should avoid it."®

According to Russell, in the case of the sentences of a natural language, we
have to go beyond their surface. “The author of Waverley” is dissolved by the
logical analysis. First, Russell outlines a strict interpretation of “the.”’* When
“the” is involved, a uniqueness condition must be satisfied. Thus, there is one
and only one author of Waverley. The other condition that must be satisfied is
an existential condition. Therefore, when one talks or writes about “the author
of Wawerley,” we have to expand logically this expression into “there is one and
only one person who wrote Waverley.”'s

The most famous example offered by Russell is, of course:

The present King of France is bald.

Applying once again the analysis outlined above, we realize that the above
sentence is expanded into “there is one and only one person who is now King of
France and that person is bald.” The first part of the conjunction is (in the year
2012) false, therefore the whole sentence is false.!

There 1s a huge literature on the topic of Russell’s theory. It does not make
sense to summarize it here.'” As it is natural with a century- old theory, Russell’s
theory is dismissed by many authors today.'® We may just mention that for P. E
Strawson “communication is much less a matter of explicit or dlsgulsed asser-
tion than logicians used to suppose™;' there is a variety of contexts in which we
use the natural language and different presuppositions help us to make sense of
expressions in these contexts.?

The algorithmic approach entails substantial modifications of the analysis of
a natural language. But, as in the case of Russell’s paper (1905) we focus our
analysis upon denotations. We treat, as Russell did, the surface of the natural
language as very rough and tricky, but, unlike Russell, we do not look for a
translation into an ideal language. Linguistic expressions are construed here as
structured sets of clues; the clues, among other things, permit us to find out
denotations.

Now, a problem that is going to stir up trouble is the denotation of (declara-
tive) sentences. Intuitively, it makes sense to think that the algorithm for finding
out the denotation of the expression “the author of Waverley™' is going to lead
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us to a person (or some collective of authors), but which is the denotation in the
case of a sentence? Is it really a truth-value?

Let’s consider the example of the sentence “the shop around the corner sells
books.” The sentence denotes a situation. Talking about truth means that the al-
gorithm reports that this is the situation.? If the sentence has a denotation, then
the sentence is true. Otherwise, it is false; false means that it has no denotation.

Algorithms for finding out denotations are built on the basis of the clues
contained in the linguistic expressions. Various natural languages offer rather
different clues. The refinement of these algorithms leads to a clarification; it is
the counterpart of the traditional logical analysis.

4. Algorithmic Analysis and Denotation

algorithms and meaning or sense, we do not treat algorithms as meanings.

They are just ways of computing a denotation. Consider, for example, the
following case: I number the shelves in my personal library; then I examine
the expression “the author of the third book on the 22" shelf.” The denota-
tion happens to be again the same as that of “Thucydides.” But is this changing
something that we might call meaning? This would be an endless process with
no connection with a plausible idea of meaning. An algorithm is not a sense, it
helps us to make sense of an expression.

Let us imagine that I am looking at a picture and I say that I am contemplat-
ing the picture of the author of the third book on the 22" shelf in my library.
This is a statement about my actions. It is not expanding any meaning, despite
the fact that someone might use my words as c/ues for finding out that I am talk-
ing about a person whom she calls “Thucydides.”

In Russell’s classical analysis, as well as in the tradition that it inaugurated,
the focus is on knowledge about the denotation. Russell’s subtle stress is on
descriptive knowledge.?® What knowledge could exist about the present King of
France? Obviously, no knowledge, except the knowledge of the fact that there is
no individual who is now (legally) the King of France.

It is not difficult to identify the alternative to the focus on descriptive knowl-
edge. We may focus upon the procedures we use for the discovery of the denota-
tion.?* This is what we propose here.

We shall illustrate the shift from the focus on descriptive knowledge to the
focus on action with the help of an imaginary situation. Let us suppose that we
are transported back in time, in Ancient Greece. We are still mainly animated by
the passion for knowledge. We examine the following sentence:

I N CONTRAST with the approach that establishes a correspondence between
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The King of Sparta is lame.

First, the denoting phrase, as Russell would say, “the King of Sparta” is defi-
cient. Existence, in this case, is not the problem. The problem is created by the
fact that Spartans had two kings. The uniqueness condition is not satisfied.

It we think from the point of view of action, the phrase “the King of Sparta”
leaves us in an unclear situation. Suppose that you have to give something to
“the King of Sparta.” Which one?

The mystery of the lame king is solved if we refer somehow to Agesilaus.
Agesilaus was a Spartan King and he was lame. Xenophon wrote about him.
There is, no doubt, knowledge involved in all this. But, if we put action in focus,
we see linguistic constructions rather as sets of clues than elements of a system
of truth-bearers. We use clues that can lead us to Agesilaus or the author who
wrote about him. “Xenophon” and “the author who wrote about a lame King of
Sparta” are good clues, for example, for a keeper of a collection of ancient books.

Before we go into the details of the algorithms involved, we should observe
that we must distinguish between various actions in which we use sets of lin-
guistic clues. For example, I do not live (now, at least) in France. I might go
to France or use some other method to find out facts concerning present-day
France. I might, on the other hand, listen to stories about a mythical France.
With respect to the mythical France, I would imagine a lot of things, an action
which is very different from that of searching and finding mere facts.

4.1. Looking for the Present King of France

a report. Writing the report is like the postcondition of an algorithm.
But, in order to be able to write the report, the team has to fulfill a pre-
condition. The algorithm would be:*
Precondition: The existence of a unique individual who is King of France.
The body of the algorithm.
Postcondition: A report about the King of France.

The problem with this algorithm is that the precondition (the preliminary re-
quirement) conflicts with the postcondition. It would be impossible to generate
any genuine report if there is no King in France.? Let us modify the algorithm:

Precondition: The existence of at least one individual in France.

While you have not found a King of France or you have not examined all the
indwiduals in France

If you have found a King of France then

For all the other (vet unexamined) individunls in France

RUSSELL 1s like someone who has sent a search team in France and expects
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Check if there is another kiny.

End for.

If there is no other king then

Check if the King of France is bald.

Make a veport about the situation.

Else

Report that France has two or move kings.

Report that the sentence “There is one and only one individual who is now

Kiny of France” does not denote anything.

End if.

Else

Report that the sentence “There is an individual who is now King of France”
does not denote anything.

End if.

Examine the next indiidual in France.

End while.

Postcondition: A report about the denotation of the sentence “the present

Kinyg of France is bald.”

The above algorithm is obviously time-consuming. There are a lot of indi-
viduals in France. In the worst case, the search team has to examine the situation
of each of all these individuals. The best case would be to find, after examining
two individuals, that France has two kings (like ancient Sparta). This algorithm
is quite awkward. Most of us would probably proceed like this:

Precondition: The existence of a clear (written or unwritten) constitution
of France.

If there is no king in France (according to the constitution) then

Report that the sentence “There is an individual who is now King of France”
has no denotation.

Else if there is a King of France

Find the king.

If the king is bald then

Report that the king is bald.

Else

Report that the king is not bald.

End of.

End if.

Postcondition: A report about the baldness of the King of France.
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4.2. Dreaming about a King of Present-Day France

ICTION SEEMS to generate a lot of problems, if we are focused on knowl-

edge. Suppose that we talk about an author who lives in present-day

France and writes in Ancient Greek. There are persons in France who
write in Ancient Greek, but the individual we imagine is an entirely fictitious
person. The existence condition is not satisfied. Probably, there are at least some
difficulties with the uniqueness condition too. Anything we say primarily?’
about this author is bound to be false. It would be however quite ridiculous, in
a literary text, to use secondarily the denoting phrase and announce repeatedly
that we are talking about a fictitious character.

Would things look differently in algorithmic perspective? Let us reexamine
the algorithms discussed before. The precondition must be modified: we must
allow some room for imaginary situations. The postcondition also has to un-
dergo some changes: if we want a report, then we must admit reports about
imaginary situations. The most spectacular changes, however, take place in the
algorithm itself.

In an imaginary situation, it does not make sense to look for “the King of
France.” We add such an individual to the imaginary situation. We change the
state of the world in order to make room for that individual.

Let us look to a possible algorithm:

Precondition: The possibility to imayyine that theve is at least another person
added to the set of persons living in France.

Start with the introduction of a new person.

Imayyine that this is a king of France.

Make suve that therve is no other king of France.

If you have imayyined that the King of France exists then

Imaygine that the King of France is bald.

Make a veport about the situation of the imaginary King of France.

End if.

Postcondition: A report about the imaginary situation of the King of France.

It is not surprising that this algorithm is less time-consuming than an algo-
rithm which would force us to examine the situation of all the individuals in
France. It is similar to the algorithm in which we examine the constitutional
situation, but there are fewer decisions to be taken. We might even eliminate the
“if” from it; the algorithm is just a series of actions to be taken by someone who
imagines a France with a King. This is natural: the whole operation is like an
imaginary revision of the Constitution.

The advantage of the algorithmic perspective is that we avoid the approach in
which fictional prose is made up only of false sentences.
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4.3. Looking for Ghosts

have gone back to Meinong and try to figure out what a logical system

that accommodates “round squares” and similar things looks like. Our
idea is rather different. Let us look at what happens if we modify the algorithm
tor the King of France and try to find out round squares.

Let us examine the following algorithm:

Precondition: The examination of all possible squares.

While you have not found a suitable square or you have not examined all the
squares do

Check the current square.

If the square is vound then

You have found a suitable square.

Else

You did not find a suitable square.

End if.

Examine the next square.

End while.

Postcondition: A report about squares.

Despite the superficial similarity with the algorithm which checked the situa-
tion of all the persons in France, this algorithm has a nasty flaw. The algorithmic
process will never halt.

First, if we assume that “squares” refers to normal, usual squares, there is an
infinity of such squares and there is no chance to find a round square among
them (as Russell pointed out long ago, this would be logically contradictory).

Second, if we enlarge somehow the set of possible squares with some unusual
squares, there would be no procedure to check those squares. You have to believe
in some unusual checking procedures if you say that you check such squares.
This would push you out of the realm of mathematics into the world of linguis-
tic tricks. After all, those who believe that “round square” refers to some kind of
object do not believe that such objects subsist.

It is impossible to halt the above algorithm, it loops for ever. The algorithm is
obviously wrong. There is nothing however that prevents us from talking about
this algorithm.

Would it be possible to use the same strategy as in the case of the King of
France and examine the “constitution”? This would engage us in a debate about
the “logical legislation™ that applies here. If we stick to good old classic logic,
“round square” leads to a contradiction and it should be avoided. If we adopt
some fancy logic, the situation might look quite different, but it is not the aim
of this paper to engage in such debates.

RUSSELL REJECTED Meinong’s objects. There are now many authors who
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One way or another, the solution that we suggest is: talk about the algorithm!
Do not bypass the algorithm and try to discuss the denotation as an object in
itself. The denotation makes sense only if we can (or we cannot) illuminate it
with the help of some algorithm.

4.4. What Did the King Want to Know?

CCORDING TO Bertrand Russell, philosophical theories are tested using

logical puzzles. The use of puzzles resembles the use of experiments

in natural sciences. The capacity to deal with puzzles is similar to the
capacity of a theory in physical science to pass empirical tests.?® Let us now con-
sider the famous sentence proposed by Bertrand Russell:*

George IV wished to know whether Scott was the author of Waverley.

According to the approach adopted here, the denotation of a (declarative)
sentence is a situation. George IV offered a series of clues concerning a cer-
tain situation. First is the name “Scott.” Then “the author of Waverley” contains
clues for an algorithm. This algorithm computes a denotation. King George IV
wanted to know whether the result of this computation is the same as the deno-
tation of the name “Scott.” What happens with the puzzle? The logical difficulty
appears when we substitute “the author of Waverley” with “Scott.” The substitu-
tion is based on the assumption that both the denoting phrase and the proper
name have the same denotation. However, the focus in the King’s question is on
the algorithm computing the denotation of a sentence. The name “Scott” raises
its own problems. This paper has no intention of discussing them. We assume
that, in the puzzle, the King already knows how to compute the denotation of
the name “Scott.” He might have known that Scott wrote Ivankoe or something
similar. This seems to be Russell’s opinion. He might have known how to use
the label “Scott” as a clue in order to find a certain individual.*

In the algorithmic interpretation, the puzzle involves a logical error. The
question is about an algorithm. Does the algorithm lead to a certain result? The
denotation of the sentence “Scott was the author of Wawerley” is not in focus.

What happens if we interpret the whole substitution as the replacement of
an algorithm with another algorithm? The logical mistake is still there. We may
replace one algorithm with another algorithm if we are just interested in getting
the same result in a different way. The replacement is wrong if we want to know
where the algorithm is leading to. The substitution begs the question.

Somebody may object to the approach above and wonder if the restrictions
on substitutions are not too drastic. Actually, they depend on whether the deno-
tation or the algorithm is in focus. Consider the following sentence:
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X wants to know when the author of Waverley lived.

Here the denotation is in focus and, if “the author of Waverley” has the same
denotation as the name “Scott,” the substitution is possible. X implicitly wants
to know when Scott lived, even if she would not know that the author of Wa-
verley was Scott.

It is a perfectly benign strategy to answer a question like “when did the au-
thor of Waveriey live” by making first a substitution. Then one may look into an
encyclopedia and come up with a time interval: 1771-1832.

In other contexts, the attitude towards the denotation puts indirectly in focus
the algorithm. Let’s consider the following belief of X:

X believes that Scott is the author of Waverley.

The denotation of the sentence introduced by “that” is a situation. The re-
placement, for example, of “the author of Waverley” with “the author of Ivankoe”
changes the situation; it also changes the algorithm which computes the deno-
tation of the sentence, thus putting the algorithm in focus. When X believes
something, she surmises that a certain algorithm works.

The logical analysis as formalization translates vague sentences from the natu-
ral language into a symbolic language. It is then easier to analyze the arguments
involved.

The scheme of algorithmic analysis follows, up to a point, a similar pattern:
it separates the clues which permit the formulation of an algorithm for the dis-
covery of a denotation from the misleading clues.

The approach used here departs from Russell’s approach far less than the
theories which claim that natural language is all right and needs no translation
into a symbolic language. Summing up, the approach we would favor is the
following: do not look for the meaning, analyze the linguistic clues and the al-
gorithms they support.

5. Two Kinds of Denotation

of the natural language. This is not true, at least if we treat linguistic
expressions as sets of clues, which are obviously very flexible. Next, the
relationship with the computer should not suggest something “mechanical”;
algorithms capture patterns of actions and then they might be implemented on
a computer.
On the other hand, what happens if we restrict ourselves to clues? The re-
jection of the algorithms obscures the differences between different kinds of
denotations.

THE ALGORITHMIC approach seems to blatantly contradict the flexibility
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5.1. Old Ideas in New Clothes?

HE APPROACH suggested here seems to go straight into a formidable ob-
stacle. Let us say that someone exhorts you to write a good paper. What
algorithm corresponds to this imperative?

There is obviously no direct algorithmic translation for “write a good paper!”
because we cannot specify exactly the steps of the respective action. But this does
not prevent us from understanding the imperative. First, it is (relatively) easy to
use clues in “write a paper” for designing a sequence of actions that leads to the
production of a paper. What is going to count as a good paper is much less defi-
nite. We think that branching becomes inevitable in this case. There are many
ways in which a paper could be good.

5.2. Effective vs. Presumed Denotation

N ALGORITHM for discovering a denotation is deeply connected with fur-

ther actions that might be performed. Let’s go back, for example, to

the shop around the corner (the real one, not the one from the movie).
Talking about the shop is, normally, not mere description; if books are sold in
the shop, further actions might be envisaged (for example, buying a novel by the
2012 Nobel Prize winner Mo Yan). Is it possible to build an algorithm for all
denotations? It depends. The clues contained in the linguistic expressions might
seem to indicate a denotation, but—as we saw above—be very problematic.
Let’s say that someone talks about the “soul of the Moon.” The clues are there,
but how are we going to build the algorithm? The Moon does not talk, but the
proponent might insist that its movements are a kind of language. An opponent
would point out that the supposed algorithm is merely an extension of the previ-
ous talk about a soul of the Moon; it does not bring forth any idea behind the
interactions with the soul of the Moon.

In contrast with the denotation of “the soul of the Moon,” the denotation for
“the Moon” is not only presumed to exist, but there are various algorithms for
finding the celestial body near the Earth. In the second case, the denotation is
an effective denotation.

One thing that has to be noted in the above example is that “the soul of the
Moon” is not construed as a poetic expression; the assumption is that its denota-
tion is on a par with the denotation of “the Moon.” But it is possible to formulate
at least one algorithm for finding the denotation of “the Moon™; it is this feature

which makes the denotation of the expression “the Moon” an effective denotation.
a
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. For many details on the use of algorithms in logical semantics see Szymanik (2009),

especially chapter 1 “Algorithmic Semantics.”

. Computer programs are just texts. See Moschovakis (1994, 212).
. See Moschovakis (1989).
. Moschovakis writes that “the idea that the sense of a sentence determines its denota-

tion 1s at the heart of the Frege doctrine and practically everyone who has written on
the matter uses some form of computational analogy to describe it” (Moschovakis
1994, 216).

See Tichy’s arguments in his 1971 paper.

Tichy’s dual strategy for the formalization of natural language is clearly delineated in
his paper on intensional analysis (Tichy 1971, 282).

Russell writes that “if I say ‘the author of Waverley was a man,’ that is not a statement
of the form ¢ was a man,” and does not have ‘the author of Waverley’ for its subject”
(Russell 1905, 488).

See Russell’s paper (1905, 481).

Cf. Russell (1905, 489).

Russell (1905, 484) expressly stresses the idea that the sentence is false. It is not
nonsense.

Recent introductions into the philosophy of language, like Devitt and Sterelny
(2000), still provide ample space for Russell’s theory and its criticism.

For critical comments see, for example, the introduction to the philosophy of lan-
guage by Devitt and Sterelny (2000, chap. 3).
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Strawson (1950, 333).

Russell wrote that he was “unable to see any validity whatever in any of Mr. Straw-
son’s arguments” (Russell 1957, 385). Russell points out that he disagrees with
philosophers who are “persuaded that common speech is good enough not only for
daily life, but also for philosophy™; he is “persuaded that common speech is full of
vagueness and inaccuracy, and that any attempt to be precise and accurate requires
modification of common speech both as regards vocabulary and as regards syntax”
(Russell 1957, 387).

The novel was first published anonymously; thus Scott was later identified as “the
author of Wawverley.”

Of course, we suppose that this is a 7ea/ situation. In the 1940 movie about the shop
around the corner, the situation is imaginary (the story is about an imaginary gift
shop).

This is obvious from the start of Russell (1905, 479). Russell comes back to the sig-
nificance of the knowledge without acquaintance in the final part of his paper (493).
The fact that knowledge is in focus frames the whole study.

In the tradition inaugurated by Wittgenstein, one would talk about a change of
focus from meaning to use. Our intention, though obviously parallel, is however
rather different. We still think that Russell’s insistence on the tricky nature of the
natural language and the need to go beyond its surface should be taken seriously.
We use pseudocode, a mixture of natural language and special notations in order to
formulate the algorithms. It is a technique borrowed from computer programming.
Moschovakis (1994, 225) writes about the “programmer’s solution” to Russell’s
problem. He asked four friends the following question: do you think that the King of
France is bald? Three of them answered “there is no King of France.” We interpret
this as a focus on preconditions. The problem with this answer is that it misses the
point: which is the truth-value of the sentence “the present King of France is bald”?
Anything we say in sentences in which “the French author who writes in Ancient
Greek” has a primary occurrence; i.e. is a direct ingredient of the sentence. Rus-
sell (1905, 490) stresses the importance of the distinction between primary and
secondary occurrences (occurrences in sentences that are components of a complex
sentence). He admits that the distinction is not quite clear in the case of natural
languages. It is easy to make it in symbolic languages.

See Russell (1905, 484-485).

Russell (1905, 485).

John Stuart Mill compares such an operation with the chalk mark that thieves in
1001 Nights leave on Ali Baba’s house. Morgiana confuses them by making the same
sign on all the houses in the neighborhood. The thieves are lost since they use the
mark as a clue (that plays a key role in the algorithm they use for finding the house).
See John Stuart Mill’s A System of Logic, Book 1, chapter II, §5 (we have used
the French translation of the sixth edition, Systeme de logique, vol. 1 [Paris: Alcan,
1889])).
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Abstract
An Algorithmic Perspective on Denotation

The paper focuses on the algorithms we use for the discovery of denotations; these algorithms are
built by exploiting clues contained in the expressions formulated in natural language. The paper
analyzes examples from Russell’s “On denoting” (1905). It stresses the idea that algorithms do
not function as meanings. They must be considered from the perspective of the actions of the
persons who use a natural language. In conclusion, the paper proposes a distinction between ef-
fective denotation, the output of an algorithm, and presumed denotation, the result of mere talk
about linguistic clues.
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